
Name ECON 186 Fall 2018

Final Exam

You have 150 minutes to finish the closed-book exam. You must show all of your work to get

full credit. There are 7 problems with a total of 100 points. Good luck!

Problem 1: Taylor Approximation (6 points)

Find the third order Taylor approximation of

f(x) = x lnx− x+ 1

around x = 1.

f(x) ≈ f(1) +
1

2!
f ′(1)(x− 1) + f ′′(1)(x− 1)2 +

1

3!
f ′′′(1)(x− 1)3

= (1 ln 1− 1 + 1) + (ln 1)(x− 1) +
1

2

(
1

1

)
(x− 1)2 +

1

6

(
− 1

12

)
(x− 1)3

=
1

2
(x− 1)2 − 1

6
(x− 1)3

Problem 2: Matrix (11 points)

Consider the following matrix

A =

−1 1 1

1 1 0

1 2 3


a) Is A positive definite, negative definite or indefinite? Show your work. (2 points)

|A1| = −1 < 0, |A2| = (−1)(1)− 1(1) = −2 < 0, therefore, A is indefinite.

b) Calculate |A|, the determinant of A. (2 points). |A| − 5

c) Calculate A−1, the inverse of A. (4 points).

A−1 =

−3
5

1
5

1
5

3
5

4
5
−1

5

−1
5
−3

5
2
5


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Problem 3: Probability (20 points)

Consider the following function

f(x) =

ax2 0 ≤ x ≤ 3

0 otherwise

a) Find the value of a that makes f(x) a valid probability density function. (4 points)∫ 3

0

ax2dx = 1⇒ a =
1

9

For the rest parts of this problem, just use the value of a you have found in part a).

b) Write down the cumulative density function. (4 points)

F (x) = Pr(x ≤ b) =

∫ b

−∞
ax2dx =

∫ b

−∞

1

9
x2dx =


0 x < 0

1
27
x3 0 ≤ x ≤ 3

1 x > 3

c) Find the expectation, E [X]. (4 points)

E [X] =

∫ 3

0

x

(
1

9
x2
)
dx =

9

4

d) Now consider the probability density function of the random variable Y

g(y) =

3e3y y < 0

0 otherwise

Find Var [Y ], the variance of Y , using the moment generating function. (4 points)

Ψ(t) = E [ety] =

∫ 0

−∞
ety(3e3y)dx = lim

a→−∞
3

∫ 0

a

ey(3+t)dy = lim
a→−∞

3ey(3+t)

3 + t

∣∣∣0
a

=
3

3 + t

Ψ′(t) = − 3

(3 + t)2
Ψ′′(t) =

6

(3 + t)3

Thus

E [Y ] = Ψ′(0) = −1

3
E [Y 2] = Ψ′′(0) =

6

27
=

2

9

2



Var [Y ] = E [Y 2]− (E [Y ])2 =
1

9

e) Assume that for random variable A and B, Var [A] = 1, Var [B] = 2, Cov (A,B) = −1.

What is the value of Var [A+ 2B − 3]. (4 points)

Var [A+ 2B − 3] = Var [A] + 22Var [B] + 2(2)Cov (A,B) = 5

Problem 4: Statistical Inference (15 points)

(Based on a real research article)

Suppose you are a researcher trying to find the relation between political connections and

firms’ stock performance. Specifically, you are trying to determine the correlation between

political connectedness and stock price. You run an ordinary least squares (OLS) regression

on a cross-section of n = 2, 185 politically connected firms and find a coefficient of price

change β̂ = −0.0924 after their political connections end, with a sample variance of s2 = 2.61.

You want to test whether this effect is statistically different from 0 in both directions.

a) Set up the null and alternative hypotheses. (3 points)

H0 : β̂ = 0 H1 : β̂ 6= 0

b) Calculate the t-statistic and perform a t-test at the 5% significance level. (4 points)

|t| =
∣∣∣∣√n(−0.0924− 0)√

2.61

∣∣∣∣ = 2.66 > tc = 1.960

So, H0 was rejected at the 5% significance level

c) Approximate the p-value using the t-table on the last page of exam paper. (4 points)

Since

t99%c < |t| < t99.8%c

we have the p-value greater than 0.2% but less than 1%.
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d) Construct a 99% confidence interval. Can you reject the null hypothesis at the 99%

confidence level? (4 points)

(x− tc
s√
n
, x+ tc

s√
n

) = (−0.2394,−0.0031163)

Since 0 is not in this interval, we reject H0 with 99% confidence.

Problem 5: Constrained Optimization I (16 points)

Find the values of x1 and x2 that maximize the function C(x1, x2) = −x21 − x1x2 − 2x22,

subject to x1 − 2x2 ≤ −1 and x1 + x2 ≥ −2. For this question you don’t need to check for

second-order condition.

a) Write the Lagrangian (4 points). Define the Lagrangian

L = −x21 − x1x2 − 2x22 + λ1(−1− x1 + 2x2) + λ2(x1 + x2 + 2)

b) Show the first-order conditions (including complementary slackness condition, if any)

(4 points). F.O.C. implies that

∂L

∂x1
= −2x1 − x2 − λ1 + λ2 = 0

∂L

∂x2
= −x1 − 4x2 + 2λ1 + λ2 = 0

∂L

∂λ1
= −1− x1 + 2x2 ≥ 0, λ1 ≥ 0, λ1

∂L

∂λ1
= 0

∂L

∂λ2
= x1 + x2 + 2 ≥ 0, λ2 ≥ 0, λ2

∂L

∂λ2
= 0

c) Solve the conditions. (8 points).

Case 1 λ1 = λ2 = 0 Will solve x1 = x2 = 0, but 0− 2× 0 > −1 violates the first constraint.

Case 2 λ1 > 0, λ2 > 0 Will solve x1 = −5
3
, x2 = −1

3
, λ1 = 2

9
, but λ2 = −31

9
< 0.
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Case 3 λ1 > 0, λ2 = 0 Will solve x1 = −3
8
, x2 = 5

16
, λ1 = 7

16
, which is a candidate solution.

Case 4 λ1 = 0, λ2 > 0 Will solve x1 = −3
2
, x2 = −1

2
, but λ2 = −7

2
< 0. Therefore, the only

local max is (x∗1, x
∗
2) =

(
−3

8
, 5
16

)
Problem 6: Constrained Optimization II (16 points)

Elaine gains utility by consuming two goods, x1 and x2. Her utility function is given by

u(x1, x2) =
(
x0.51 + x0.52

)2
The price for x1 is $1 and the price for x2 is $2. She has a total of $100. Assume that she

would spend all of her money on buying non-negative number of x1 and x2.

a) If Elaine seeks to maximize their utility, write the Lagrangian function for this con-

strained optimization problem. (4 points)

L =
(
x0.51 + x0.52

)2
+ λ(100− x1 − 2x2)

b) Show the first-order conditions. (4 points)

∂L

∂x1
= 2

(
x0.51 + x0.52

)(1

2
x−0.51

)
− λ = 0

∂L

∂x2
= 2

(
x0.51 + x0.52

)(1

2
x−0.52

)
− 2λ = 0

∂L

∂λ
= 100− x1 − 2x2 = 0

c) Solve for the optimal values of x1 and x2 (i.e., x∗1 and x∗2), respectively. (4 points)

Eliminating λ by combining the first two conditions,

2 (x0.51 + x0.52 )
(
1
2
x−0.51

)
2 (x0.51 + x0.52 )

(
1
2
x−0.52

) =
1

2
⇒ x1

x2
= 4

Plugging into the budget constraint and we have

(x∗1, x
∗
2) =

(
200

3
,
50

3

)

5



d) Show that x∗1 and x∗2 are the values that maximize utility using the second-order sufficient

conditions. (4 points)

The bordered Hessian matrix is given by

H̄ =

 0 ∂g
∂x1

∂g
∂x2

∂g
∂x1

∂2L
∂x2

1

∂2L
∂x1∂x2

∂g
∂x2

∂2L
∂x2∂x1

∂2L
∂x2

2

 =

0 1 2

1 −1
2
x−1.51 x0.52

1
2
x−0.51 x−0.52

2 1
2
x−0.51 x−0.52 −1

2
x0.51 x−1.52


Note that there are n = 2 endogenous variables and m = 1 constraint, thus we only need to

check for the last n−m = 1 leading principal minor, which is and the Hessian (determinant

of Hessian matrix) is

|H̄3| = |H̄| = 2x−0.51 x−0.52 + 2x−1.51 x0.52 +
1

2
x0.51 x−1.52 > 0

Therefore, the solution (x∗1, x
∗
2) =

(
200
3
, 50

3

)
is a local maximization.

Problem 7: Ordinary Differential Equations (16 points)

Solve the following differential equations, i.e, solve for the explicit solution y(x).

a) xy′ − 2y − x2 = 0 (8 points)

Rewrite it as

y
′ − 2

x
y = x

Multiplying the integration factor µ(x) =
∫
− 2

x
dx = 1

x2

1

x2
y

′ − 2

x3
y =

1

x(
1

x2
y

)′

=
1

x

Taking integration of both sides ∫ (
1

x2
y

)′

dx =

∫
1

x
dx

1

x2
y = ln |x|+ c

which gives

y = x2ln |x|+ cx2
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b)
dy
dx

= x+1
y−3 , y(1) = 0 (8 points)

(Hint: the solution for ax2 + bx+ c = 0 is x = −b±
√
b2−4ac
2a

)

This is a separable equation, rewrite it as

(y − 3)dy = (x+ 1)dx

Taking integral ∫
(y − 3)dy =

∫
(x+ 1)dx

1

2
y2 − 3y =

1

2
x2 + x+ C

that is,

y2 − 6y = x2 + 2x+ C

Note that y(1) = 0, plugging in (x, y) = (1, 0) into this equation and we can get C = −3.

Therefore,

y2 − 6y = x2 + 2x− 3

To acquire the explicit form, rewrite the equation as

y2 − 6y − (x2 + 2x− 3) = 0

Using the quadratic formula,

y =
6±

√
(−6)2 + 4(x2 + 2x− 3)

2
= 3±

√
x2 + 2x+ 6

Using the condition (x, y) = (1, 0) again, we can see that

0 = 3±
√

12 + 2(1) + 6 = 3± 3

therefore, we take the ”−” sign, and the solution is

y = 3−
√
x2 + 2x+ 6
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